[9:09]  Adam Kaupas: Does anyone know the timeout before you receive a 499 error in HTTP when there's no data returned?

[9:09]  Adam Kaupas: That is, how long will SL wait for a reply from the server before throwing a 499 at the script?

[9:10]  Adam Kaupas: The wiki says "when no response is received after a certain time", but doesn't mention what that time is.

[9:11]  Talarus Luan: I think the "default" in many situations is either 30 or 60 seconds, but I am not sure, really.

[9:12]  Adam Kaupas: there's no way to set it, is there?

[9:12]  Adam Kaupas: My server is having to wait so long for the XML-RPC request to fail that SL itself is timing out on my server, heh.

[9:12]  Talarus Luan: I doubt it. That's usually a configuration option for the http client

[9:12]  Adam Kaupas: Oh well :/

[9:13]  Adam Kaupas: I guess I'll just assume a 499 to be a timeout anyway, and change the server timeout to 59 seconds.

[9:13]  Talarus Luan: Well, you can always time out on the XML request.

[9:13]  Adam Kaupas: On a related note, does anyone here have any ideas on how to increase XML-RPC performance?

[9:13]  Adam Kaupas: it's so crappy right now

[9:13]  Thraxis Epsilon: Don't use it

[9:13]  Adam Kaupas: not much alternative for web-to-sl

[9:13]  Miki Gymnast: XML-RPC is nearly dead in the moment ... https://jira.secondlife.com/browse/SVC-29

[9:13]  Adam Kaupas: besides email which is also shitty and requires polling

[9:14]  Thraxis Epsilon: Polling llHTTPRequests

[9:14]  Talarus Luan: Also note that caveat about multiple requests at the same time, if you plan on doing responses, Adam.

[9:15]  Adam Kaupas: Thraxis: is that really going to be better?

[9:15]  Adam Kaupas: a poll every 10 seconds would have a fairly acceptable maximum time before a response but would hammer my server

[9:16]  Thraxis Epsilon: That's the way the lindens recommend.... and you can do long-polls (ie COMET)  but the only example I've seen (haven't tested) is python using mulib

[9:17]  Adam Kaupas: long polls are an interesting idea but would hammer the server CPU, as opposed to multiple polls hammering the bandwidth x_x

[9:19]  Thraxis Epsilon: That's pretty much the only reliable choice though

[9:19]  Adam Kaupas: any suggestions on poll intervals?

[9:19]  Thraxis Epsilon: And XML-RPC is only going to get worse as more people try to use it

[9:19]  Adam Kaupas: I realise it kinda depends on what I need to do.

[9:19]  Adam Kaupas: no plans on linden's end to fix XML-RPC?

[9:20]  Adam Kaupas: distributed endpoints or something would be great but I guess that's way off the timeline

[9:20]  Thraxis Epsilon: I believe the long term plan was the possibility of allowing prims to become mini-httpServers

[9:20]  Talarus Luan: No, in fact, they have said on several occasions that it is deprecated.

[9:21]  Thraxis Epsilon: If you're not dealing with time sensitive data... 5 or 10 seconds between polls

[9:21]  Hewitt Huet: what was deprecated?

[9:21]  Talarus Luan: XML-RPC

[9:22]  Adam Kaupas: it's not overly time sensitive

[9:22]  Adam Kaupas: heh, I guess I'll have to upgrade the server sooner than I hoped.

[9:22]  Hewitt Huet: since when was xml-rpc deprecated?

[9:22]  Thraxis Epsilon: If it's for doing version update checks you could even go longer... every 5 or 10 minutes

[9:23]  Adam Kaupas: my version update system uses http polling every 3 days :P

[9:23]  Adam Kaupas: 5 or 10 minutes is way overkill

[9:23]  Thraxis Epsilon: True.... I'd mostly do version checks on rez or attachment

[9:24]  Adam Kaupas: that doesn't work with objects that mostly stay rezzed, however

[9:25]  Thraxis Epsilon: I have my main site hosted on 1and1... so bandwidth isn't much of a problem

[9:25]  Adam Kaupas: I plan to start using MediaTemple for this

[9:25]  Adam Kaupas: I don't really need a proper dedicated server just yet, I should hope.

[9:26]  Thraxis Epsilon: I get 3,000 GB a month of transfer (shared hosting)

[9:26]  Adam Kaupas: I can see why bandwidth isn't an issue :P

[9:26]  Adam Kaupas: I get 1 to 2 TB bandwidth per month with mediatemple, so that's not too bad

[9:27]  Adam Kaupas: rewriting the XML-RPC code and making a polling system, on the other hand, is going to be a royal pain

[9:28]  Talarus Luan: Hewitt, since Stephen Linden, among others, has said that they have no plans to do anything to "fix" or "finish" the XML-RPC implementation, and have said that it should be deprecated at some point in the future, as they consider it so internally.

[9:28]  Adam Kaupas: heh

[9:28]  Adam Kaupas: at least HTTP is reliable, in my experience

[9:28]  Adam Kaupas: I don't think I've ever had it fail.

[9:28]  Adam Kaupas: great

[9:29]  Talarus Luan: They haven't officially proclaimed it deprecated, since they haven't come up with any viable alternatives for it, but they are not planning on doing ANYthing with it for the forseeable future.

[9:29]  Adam Kaupas: right

[9:29]  Adam Kaupas: I guess I'll just get working on this http polling system, then

[9:31]  Talarus Luan: I think the goal they have in mind is to eventually replace XML-RPC with some kind of direct prim http interface, but they will still need some kind of central clearinghouse server for locating prims, which is why that idea hasn't taken off yet.

[9:32]  Day Oh: llGetNextHTTPRequest

[9:32]  Adam Kaupas: D:

Adam Kaupas: I would rather imagine it works like http_request(string source, string uri, string body, list params)

Talarus Luan: I don't think making it into llEmail would work. :P

[9:38]  Talarus Luan: External llEmail can be delayed for hours. No webserver/client is configured to wait on a single request for hours. :P

[9:41]  Adam Kaupas: If each poll is about 500 bytes, you get about 4.5E9 of them in two TB, and at a ten second interval each object goes through about 250,000 per month... about 18000 objects polling every ten seconds in a month's bandwidth.

[9:43]  Adam Kaupas: Enough for 3000 people to have 6 objects each

[9:43]  Adam Kaupas: I guess that should be fine :)

[9:44]  Thraxis Epsilon: Should I mention you could use central dispatcher as well

[9:45]  Thraxis Epsilon: One object doing the poll to see if data is available for a specific object... then send that object an llEmail to tell it to update from the web server

[9:45]  Adam Kaupas: it's an idea but doesn't really work well for my use

[9:46]  Adam Kaupas: be too much of a pain to setup and the benefits are not really worth it for now

==============================================================

Adam Kaupas: Does the speed/latency of the server to SL have any bearing on the time XML-RPC requests take, or are they just always really, really slow and getting slower?

[16:11]  Hewitt Huet: haha

[16:12]  Thraxis Epsilon: I'll go with number 2

[16:12]  Saijanai Kuhn: I'd guess that in the "normal" case, its latency due to the internet iteslf, but in a pathological case (as often happens right now with Linden servers) the SL latency swamps the internet latency

[16:12]  Odysseus Fairymeadow: XML-RPC is not a distributed protocol

[16:12]  Odysseus Fairymeadow: email isn't either

[16:12]  Odysseus Fairymeadow: it all goes through a single server

[16:12]  Adam Kaupas: doesn't email go through the current sim's server? >..

[16:12]  Odysseus Fairymeadow: outgoing does, yes.  not incoming

[16:12]  Adam Kaupas: I know XML-RPC only has a single endpoint, which is presumably responsible for the massive latency

[16:12]  Thraxis Epsilon: Outgoing does

[16:12]  Odysseus Fairymeadow: it goes to lsl.secondlife.com or whatever

[16:12]  Adam Kaupas: ah, ok

[16:13]  Adam Kaupas: right

[16:13]  Saijanai Kuhn: endcoming would have to also, though perhaps not in the same way

[16:13]  Adam Kaupas: but the XML-RPC slowness is just going to get worse then?

[16:13]  Saijanai Kuhn: objects live on the sim and get messages of all kinds through the sim, not through some port hardwired directly to the RAM where an object lives

[16:13]  Odysseus Fairymeadow: what kinds of latencies are you seeing anyhow?  i was planning on diving into xml-rpc soon

[16:13]  Thraxis Epsilon: incoming hits one mail server then gets distributed to the objects through the internal message system

[16:14]  Hewitt Huet: hmmmm

[16:14]  Adam Kaupas: my current "timeout" value, after which I don't expect a response, is 60 seconds

[16:14]  Hewitt Huet goes to check his networked vendor :D

[16:14]  Odysseus Fairymeadow: LL has been considering a new system where you talk directly to the sim

[16:14]  Adam Kaupas: I hit that fairly often, and worse the objects often then update afterwards.

[16:14]  Adam Kaupas: it's hard to find a good time.

[16:14]  Adam Kaupas: a few months back, that was 30 seconds and worked fine most of the time.

[16:15]  Adam Kaupas: I'm probably going to have to boost it to 80 seconds now.

[16:15]  Adam Kaupas: And this is per request.

[16:15]  Odysseus Fairymeadow: ok.  better than the 30sec-2hr turnaround for email

[16:15]  Adam Kaupas: and since I can't do asychronous XML-RPC requests and still keep track of the result, I have to wait for each one to finish or time out before I can do anything.

[16:16]  Adam Kaupas: unless my PHP just sucks

[16:16]  Adam Kaupas: right now, all my XML-RPC requests are blocking

[16:16]  Saijanai Kuhn: ahve you tried a different sim to see if it is grid-wide?

[16:16]  Adam Kaupas: actually, no, but I'm on a moderately new class 5.

[16:17]  Adam Kaupas: and from what I've heard, it's pretty dire all over the grid.

[16:17]  Odysseus Fairymeadow: polling via http might be faster :-/ at least it's distributed then

[16:17]  Saijanai Kuhn: /should be a bunch of test bots that go to various sims and try canned communciations stuff on a regular basis

[16:17]  Adam Kaupas: polling by http is nice but not veyr helpful for my use

[16:17]  Adam Kaupas: very*

[16:18]  Adam Kaupas: most of the time there's no update, it's a fairly rare thing.

[16:18]  Adam Kaupas: the problem is updates are user-triggered >_>

[16:18]  Odysseus Fairymeadow: have your page open up a popup that sends the php request, so your main page isn't blocking?

[16:18]  Adam Kaupas: so the user gets to stare at a little spinning circle for (number of requests)*(timeout period)

[16:18]  Adam Kaupas: Odysseus: the main problem is that I have to wait before sending out the next request

[16:19]  Thraxis Epsilon: If the update is user triggered... that sounds like llHTTPRequest would be perfect

[16:19]  Adam Kaupas: I could perhaps open one popup per request, but it's a bit dodgy, especially if, say, they have a popup blocker

[16:19]  Odysseus Fairymeadow: each one to a different object?

[16:19]  Adam Kaupas: Thraxis: user triggered from the server

[16:19]  Adam Kaupas: Odysseus: yes

[16:19]  Thraxis Epsilon: Ahh... bit different... but still you can poll every 4 or 5 seconds without a problem

[16:20]  Odysseus Fairymeadow: depends on how many objects and how much bandwidth he has i gather

[16:20]  Adam Kaupas: it seems somewhat wasteful to do that, though, since for the massive majority of the time there's no update

[16:20]  Adam Kaupas: and bandwidth isn't unlimited and there may be quite a few objects >_>

[16:21]  Odysseus Fairymeadow: and you need fast turnaround time on this, right?

[16:21]  Adam Kaupas: ideally, yes

[16:21]  Adam Kaupas: the longer it takes, the longer the user has to stare at a screen

[16:21]  Odysseus Fairymeadow: well, if you didn't care how long it took you could send emails to all of them and be done with it :-P

[16:22]  Adam Kaupas: threaded PHP might work but I don't think you can do that.

[16:22]  Adam Kaupas: it's gotta happen fairly soon :P I'll probably implement emails as a fallback method if the XML-RPC request fails.

[16:22]  Odysseus Fairymeadow: AJAX could probably do it more in the background, hide the request inside of the browser rather than in the server?

[16:23]  Thraxis Epsilon: Hmm... wish Donovan Linden would release his project

[16:23]  Adam Kaupas: what's his project?

[16:23]  Thraxis Epsilon: He was doing REST + comet -> LSL

[16:23]  Adam Kaupas: Odysseus: that's an idea I guess, but not all browsers support AJAX and I'm writing the site to work without JS at all

[16:23]  Thraxis Epsilon: with python

[16:23]  Saijanai Kuhn: comet?

[16:23]  Thraxis Epsilon: it's an AJAX thing

[16:23]  Adam Kaupas: Thraxis: that would be exceptionally useful >_>

[16:24]  Odysseus Fairymeadow: i've been looking into comet, although a webserver having a connection to every single client continuously kinda scares me

[16:24]  Adam Kaupas: if it worked better than XML-RPC, anyway

[16:24]  Thraxis Epsilon: I'll pester him next time I see him

[16:25]  Adam Kaupas: ah well, for now I guess I'll just bump my timeout to 80 seconds, apologise to users in advance and look at doing email as a fallback method :p

[16:26]  Odysseus Fairymeadow: i'm assuming SLX does no better, right?

[16:26]  Odysseus Fairymeadow: also keep in mind that one out of those three often goes out and is completely unusable

[16:27]  Adam Kaupas: the three being http,email and xml-rpc?

[16:27]  Odysseus Fairymeadow: yes

[16:28]  Adam Kaupas: SLX used to use XML-RPC for server->object->server, but recently swapped to also fall back to HTTP and email for that object->server part

[16:28]  Odysseus Fairymeadow: that's why SLX's magic boxes do all three, and they still shut them down if the grid is unusually unstable

[16:28]  Adam Kaupas: details are http://www.slexchange.com/modules.php?name=Forums&file=viewtopic&t=19837

[16:28]  Adam Kaupas: yea.

[16:29]  Odysseus Fairymeadow: ah, i've read that post before

[16:30]  Odysseus Fairymeadow: anything dealing with financial value needs to be triple checked though

[16:30]  Adam Kaupas: yea.

[16:30]  Adam Kaupas: I'm making a networked online vendor system >_>

[16:31]  Odysseus Fairymeadow: does that mean you'll be dealing with RISK too?

[16:31]  Adam Kaupas: no, thankfully

[16:31]  Adam Kaupas: only L$

[16:31]  Adam Kaupas: it doesn't go through me

[16:32]  Odysseus Fairymeadow: umm, if you accept L$5mil, then you could be liable if that money is fraudulent even if you don't run an exchange

[16:32]  Adam Kaupas: right, scratch "only L$", important is that the money doesn't go through me

[16:33]  Adam Kaupas: it goes from the buyer's account to the user's account

